

    
      
          
            
  
Welcome to ASGARD's Broker Network documentation!

Beginning from the Version 2.14.0 of the ASGARD Management Center, you
can install a Broker Network in your environment (a special license is
needed for this feature). This is designed to be your gateway which is
placed in front of the ASGARD. You can use this for multiple Scenarios:


	Multiple Brokers for load balancing


	Multiple Brokers for load sharing


	Internet facing Broker for remote clients


	DMZ facing Broker




In the following chapters we will describe how to set this network up.
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1. Before You Begin

This is an introductory chapter to the ASGARD Broker Network.
Please read this chapter before you start installing or even
configure your new ASGARD Broker Network

This chapter contains Hardware Requirements, Licensing and
other topics.
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1.1. Before You Begin


1.1.1. Agent to ASGARD Communication

There are a few things to consider before you start with the installation of you Broker Network.
The communication between the ASGARD agent and the Broker Network is unidirectional.
The ASGARD agent polls ASGARD, or one of the Brokers if configured, in a given time frame
and looks for tasks to execute. There is no active triggering from ASGARD or the Broker(s)
to the ASGARD agent – we have designed it that way, because we believe that opening a port
on all connected endpoints should and can be avoided.

The Broker Network acts as a gateway between ASGARD Agents and ASGARD itself. This allows
for more flexibility within your ASGARD environment, such as remote agents which are not
using a VPN, or a dedicated Broker in your DMZ.

If an ASGARD Agent is configured to work with your Broker Network, it can still connect
directly to your ASGARD if the Broker can't be reached.


1.1.1.1. Overview of the Components

There are three components which are needed for the Broker Network:



	Lobby - New ASGARD Agents will get a certificate for a secure communication
from the Lobby. An administrator can accept the agents or configure the auto-accept
option. Certificates for agents can also be revoked here.


	Gatekeeper - The Gatekeeper is used to communicate directly between all the
components. Certificates and Revoke Lists get picked up from the Lobby and are
being pushed to all Brokers.


	Broker - Your Broker is the component which your ASGARD Agents directly
communicate with. Once an ASGARD Agent received a valid certificate from the
Lobby, communication is possible. You can have multiple Brokers configured.








[image: The Broker Network]




1.1.2. Using a Proxy between ASGARD Agent and ASGARD

ASGARD supports using a standard HTTP proxy for the entire Agent to ASGARD communication.
In order to use a proxy, the ASGARD agent must be repacked after installation.
For details, see Agent Installer.





            

          

      

      

    

  

    
      
          
            
  
1.2. Hardware Requirements

You can find the hardware requirements for all of the components below.


1.2.1. ASGARD Broker Hardware

The required hardware for your Broker depends on the setup you are choosing.

If you want to use only one Broker, you can use the hardware requirements from the table below.
If you want to use multiple Brokers, you can split the hardware requirements evenly among your Brokers.
This scenario might be useful for networks with multiple segments to keep a proper segmentation.







	Connected Endpoints

	Combined Hardware Requirements





	up to 500

	- CPU Cores: 1

- System memory: 4 GB

- Hard Disk: 80 GB




	up to 10,000

	- CPU Cores: 4

- System memory: 6 GB

- Hard Disk: 200 GB




	up to 25,000

	- CPU Cores: 10

- System memory: 16 GB

- Hard Disk: 500 GB







Your Broker uses roughly 1 CPU Core for 2,500 agents. Generally we do recommend to use
the approach with multiple smaller Brokers instead of one big Broker.

Example: For an environment of up to 10,000 agents, you can use the following hardware
(per Broker; assuming all 10,000 agents communicate over the Broker Network):



	1 Broker


	CPU Cores: 4


	System Memory: 6 GB


	Hard Disk: 200 GB






	2 Brokers


	CPU Cores: 2


	System Memory: 3 GB


	Hard Disk: 100 GB






	4 Brokers


	CPU Cores: 1


	System Memory: 3 GB


	Hard Disk: 80 GB












Note

Try not to go lower than 80 GB of storage and 3 GB of system memory for
your Broker, as this might influence system stability after a while.





1.2.2. ASGARD Gatekeeper Hardware

The ASGARD Gatekeeper uses roughly the same amount of resources as
your ASGARD Management Center [https://asgard-manual.nextron-systems.com/en/latest/requirements/hardware.html],
apart from the disk space. Please orientate yourself on the configuration
of your ASGARD. The recommendations are the following:







	Connected Endpoints

	Minimum  Hardware Requirements





	up to 500

	- System memory: 4 GB

- Hard disk: 200 GB

- CPU Cores: 2




	up to 10,000

	- System memory: 8 GB

- Hard disk: 250 GB

- CPU Cores: 4




	up to 25,000

	- System memory: 16 GB

- Hard disk: 300 GB

- CPU Cores: 4









1.2.3. ASGARD Lobby Hardware



	Hardware

	Amount





	CPU Cores

	2



	System Memory

	4 GB



	Disk

	80 GB










            

          

      

      

    

  

    
      
          
            
  
1.3. Network Requirements

The ASGARD components use the ports in the following chapters.
For a detailed and up to date list of our update and licensing
servers, please visit https://www.nextron-systems.com/resources/hosts/.


1.3.1. ASGARD Agent









	Description

	Port

	Source

	Destination





	Agent to Server communication

	443/tcp

	ASGARD Agent

	Broker / ASGARD



	Retrieve certificate

	443/tcp

	ASGARD Agent

	Lobby







Warning

Your agents will always try to contact your ASGARD directly, and if this fails,
they will try the Lobby or Brokers. If you are deploying agents with a
broker network configuration in your internal network, and they can contact
the ASGARD directly, they will not be able to get a valid certificate from
your Lobby. This is not an issue if your Lobby is exposed to the internet and
your agents will be able to request a certificate once they are connecting from
the open internet.

If your Lobby is not exposed to the internet, the agents must not be able to
contact your ASGARD directly, but rather your Lobby. To do this, you have to
ensure your agents will not be able to communicate directly with your ASGARD,
but only directly with the Lobby and a Broker (e.g. your ASGARD sits behind an
internal Broker and can not be reached directly).

It is important to remember that your agents need a valid certificate from your
Lobby, otherwise the Broker connection can not be established. This "onboarding
phase" is happening once during the initial communication, so that your agents
can get their unique key material for the secure channel within the broker
network. For more information on how the Lobby operates, see the chapter
Using the Lobby.



The following priorities of servers your agents try to connect to are in place:








	Server

	Priority

	Info





	ASGARD

	1

	Always highest priority



	Lobby

	2

	If agent has no Broker Certificate



	Broker

	3

	If agent has Broker Certificate








1.3.2. Gatekeeper









	Description

	Port

	Source

	Destination





	- Statistics

- pull CA [2] and CRL [3]


	12000/tcp

	Gatekeeper

	Lobby



	- Statistics

- push CA [2] and CRL [3]


	12000/tcp

	Gatekeeper

	Broker



	Create secure tunnel per client

	12001-1200x/tcp

(x = CPU count of Broker)


	Gatekeeper

	Broker







Note

Your Gatekeeper is receiving the root CA certificate, client certificates
and CRL from the Lobby. Those are then being transmitted to the all Brokers
via the Gatekeeper, to keep an up to date state of allowed and revoked agents.





[2]
(1,2)
Root CA Certificate (CA)



[3]
(1,2)
Certificate Revocation List





1.3.3. ASGARD









	Description

	Port

	Source

	Destination





	- Backend management of Gatekeeper, Broker and Lobby

- Agent communication


	12000/tcp

	ASGARD

	Gatekeeper








1.3.4. Management Workstation









	Description

	Port

	Source

	Destination





	CLI administration

	22/tcp

	Workstation

	Broker



	CLI administration

	22/tcp

	Workstation

	Gatekeeper



	CLI administration

	22/tcp

	Workstation

	Lobby



	Web administration

	9443/tcp

	Workstation

	Lobby








1.3.5. Internet

The Broker Network components are configured to retrieve updates from the following remote systems.









	Description

	Port

	Source

	Destination





	Product and system updates

	443/tcp

	Gatekeeper, Lobby, Broker

	update3.nextron-systems.com



	NTP

	123/udp

	Gatekeeper, Lobby, Broker

	0.debian.pool.ntp.org [4]



	NTP

	123/udp

	Gatekeeper, Lobby, Broker

	1.debian.pool.ntp.org [4]



	NTP

	123/udp

	Gatekeeper, Lobby, Broker

	2.debian.pool.ntp.org [4]








[4]
(1,2,3)
The NTP server configuration can be changed.



All proxy systems should be configured to allow access to these URLs without
TLS/SSL interception. (ASGARD uses client-side SSL certificates for authentication).
It is possible to configure a proxy server, username and password during the setup
process of the ASGARD platform. Only BASIC authentication is supported (no NTLM authentication support).



1.3.6. DNS

All the components need to have a resolvable FQDN.

Brokers facing the open internet need to be resolvable with a public FQDN and IP Address, so
make sure to configure the necessary A-Records before setting up an external facing Broker
and/or Lobby.





            

          

      

      

    

  

    
      
          
            
  
1.4. Verify the Downloaded ISO (Optional)

You can do a quick hash check to verify that the download was not corrupted.
We recommend to verify the downloaded ISO's signature as this is the cryptographically sound method.

The hash and signature file are both part of the ZIP archive you download from our portal server [https://portal.nextron-systems.com].


1.4.1. Via Hash

Extract the ZIP and check the sha256 hash:

On Linux

user@host:~$ sha256sum -c nextron-universal-installer.iso.sha256
nextron-universal-installer.iso: OK





or in Windows command prompt

C:\Users\user\Desktop\asgard2-installer>type nextron-universal-installer.iso.sha256
efccb4df0a95aa8e562d42707cb5409b866bd5ae8071c4f05eec6a10778f354b  nextron-universal-installer.iso
C:\Users\user\Desktop\asgard2-installer>certutil -hashfile nextron-universal-installer.iso SHA256
SHA256 hash of nextron-universal-installer.iso:
efccb4df0a95aa8e562d42707cb5409b866bd5ae8071c4f05eec6a10778f354b
CertUtil: -hashfile command completed successfully.





or in Powershell

PS C:\Users\user\Desktop\asgard2-installer>type .\nextron-universal-installer.iso.sha256
efccb4df0a95aa8e562d42707cb5409b866bd5ae8071c4f05eec6a10778f354b  nextron-universal-installer.iso
PS C:\Users\user\Desktop\asgard2-installer>Get-FileHash .\nextron-universal-installer.iso

Algorithm       Hash                                                                   Path
---------       ----                                                                   ----
SHA256          EFCCB4DF0A95AA8E562D42707CB5409B866BD5AE8071C4F05EEC6A10778F354B       C:\Users\user\Desktop\asgard2-installer\nextron-universal-installer.iso







1.4.2. Via Signature (Recommended)

Extract the ZIP, download the public signature [https://www.nextron-systems.com/resources/keys/] and verify the signed ISO:

On Linux

user@host:~$ wget https://www.nextron-systems.com/certs/codesign.pem
user@host:~$ openssl dgst -sha256 -verify codesign.pem -signature nextron-universal-installer.iso.sig nextron-universal-installer.iso
Verified OK





or in powershell

PS C:\Users\user\Desktop\asgard2-installer>Invoke-WebRequest -Uri https://www.nextron-systems.com/certs/codesign.pem -OutFile codesign.pem
PS C:\Users\user\Desktop\asgard2-installer>"C:\Program Files\OpenSSL-Win64\bin\openssl.exe" dgst -sha256 -verify codesign.pem -signature nextron-universal-installer.iso.sig nextron-universal-installer.iso
Verified OK






Note

If openssl is not present on your system you can easily install it using winget: winget install openssl.







            

          

      

      

    

  

    
      
          
            
  
2. Setup Guide

This chapter contains the setup guide with an example on how to
create a new ESXi virtual machine and installing the ASGARD
Broker Network Components.
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2.1. Overview of the Components

There are three components which are needed for the Broker Network:



	Lobby - New ASGARD Agents will get a certificate for a secure communication from
the Lobby. An administrator can accept the agents or configure the auto-accept option.
Certificates for agents can also be revoked here.


	Gatekeeper - The Gatekeeper is used to communicate directly between all the components.
Certificates and Revoke Lists get picked up from the Lobby and are being pushed to all Brokers.


	Broker - Your Broker(s) are the component which your ASGARD Agents communicate with.
Once an ASGARD Agent received a valid certificate from the Lobby, communication is possible.
You can have multiple Brokers configured.








[image: The Broker Network]

In this guide, we will assume a scenario with only one Broker, one Lobby and one Gatekeeper.
If you wish to install multiple smaller sized Brokers, you can do so.



2.2. Create a new ESX VM and mount the ISO


Note

This step has to be done three times, we need one dedicated server for each component.
Please see Hardware Requirements for the hardware requirements.



Create a new VM with your virtualization software. In this case, we will use VMWare ESX managed through a VMWare VCenter.

The new VM must be configured with a Linux base system and Debian GNU/Linux 10 (64 bits) as
target version. It is recommended to upload the ASGARD ISO to an accessible data store
and mount the same to your newly created VM.


[image: New Virtual Machine - ESX]


[image: New Virtual Machine - ESX]


[image: New Virtual Machine - ESX]


[image: New Virtual Machine - ESX]

Please make sure to select a suitable v-switch or physical interface that reflects
the IP address scheme you are planning to use for the new ASGARD.




            

          

      

      

    

  

    
      
          
            
  
2.3. Navigate through the Installer

The installation Process is started by clicking on ASGARD Graphical install.
The installer then loads the additional components from the ISO and lets you select location and language.


[image: ISO Installer - ASGARD]


[image: Select a language]


[image: Select your location]


[image: Select your location]


Warning

Please make sure to select the correct Country, as this will also set your local timezone!




[image: Configure locales]


Note

If DHCP is available, network parameters will be configured automatically.
Without DHCP, ASGARD drops into the manual network configuration dialogue.
The IP address can be changed later, see Changing the IP-Address






            

          

      

      

    

  

    
      
          
            
  
2.4. Network Configuration


[image: Configure the network]


[image: Configure the network]


[image: Configure the network]


[image: Configure the network]


Warning

ASGARD needs to be able to resolve internal and external IP addresses.




[image: Configure the network]


[image: Configure the network]


Warning

Important: Make sure that the combination of hostname and domain
creates an FQDN that can be resolved from the endpoints on which you
intend to install the ASGARD agents. If you've configured a FQDN (hostname + domain)
that cannot be resolved on the clients, no agent will be able to find and reconnect to the ASGARD server.




[image: Configure the network]




            

          

      

      

    

  

    
      
          
            
  
2.5. Choosing a Password


[image: Set up users and passwords]

Choosing a password for the nextron user





2.6. Partitioning of the Hard Disk


[image: Partition disks]

Finally, write your configuration to the disk by selecting "Yes" and clicking "Continue".


[image: Partition disks]

If you are using a proxy to access the internet, enter the proxy details
in the next step. Please note, Internet connectivity is required for
the next step.



2.7. Proxy Configuration


[image: Finish the installation]

The base installation is now complete. In the next step we will install
the Broker Network Components. For this step Internet connectivity is required.

Use SSH to connect to the appliance using the user nextron
and the password you specified during the installation. If SSH is
not available, you can perform the next steps via the Console of
your Virtualization Host, though SSH has more possibilities.




            

          

      

      

    

  

    
      
          
            
  
2.8. Changing the IP-Address

You components IP Addresses can be changed in /etc/network/interfaces. The IP is configured with the address variable.

nextron@asgard:~$ sudo vi /etc/network/interfaces





auto ens32
iface ens32 inet static
address 192.0.2.7
netmask 255.255.255.0
gateway 192.0.2.254






Note

There might be a case where the name of the network interface (in this example: ens32) is different.
To verify this you can run ip a and see the name of the network interface.



The new IP can be applied with the command sudo systemctl restart networking.

Make sure to update the A-Records in your local DNS Server to reflect the IP changes.


2.8.1. Verifying DNS Settings

To verify if your components are using the correct DNS Server, you can inspect the file /etc/resolv.conf:

nextron@asgard-ac:~$ cat /etc/resolv.conf
search example.org
nameserver 172.16.200.2





If you see errors in this configuration, you can change it with the following command:

nextron@asgard-ac:~$ sudoedit /etc/resolv.conf









            

          

      

      

    

  

    
      
          
            
  
2.9. Installing the Broker Network Components

After the base installation of your servers is completed, we can install the specific software for the components.

You can now choose the role you want to install (Broker, Gatekeeper or Lobby):


[image: the nextronInstaller]

You can install the three [1] servers in any order, as we will configure them once they are all up and running.


Warning

The Broker Network needs a minimum version of 2.14.0 of the ASGARD
Management Center. Please make sure you installed your Broker Network
license in your ASGARD Management Center.
If you still can't see the Broker Network tab in your
Asset Management, restart the asgard2 service in Settings
> System > Services.





[1]
This number may vary. In this example we went with the minimum of one Broker, one Lobby and one Gatekeeper.




2.9.1. Gatekeeper Installation

To install the Gatekeeper, run the following command on your newly installed system:

nextron@gatekeeper:~$ sudo nextronInstaller -gatekeeper






[image: Installing the Gatekeeper]

After the installation is done, you will see the following message:


[image: Installing the Gatekeeper]

You can now check if the service was installed successfully.

nextron@gatekeeper:~$ systemctl status asgard2-gatekeeper.service





You will see that the service is in a "failed/exited" state. This will
change once we configured our ASGARD with the Gatekeeper.

To configure your Gatekeeper in the ASGARD Management Center, we
will continue later in the chapter Gatekeeper Configuration.



2.9.2. Lobby Installation

To install the Lobby, run the following command on your newly installed system:

nextron@lobby:~$ sudo nextronInstaller -lobby






[image: Installing the Lobby]

After a short while you will be prompted to enter a password for the
admin user. This is the user for the web interface of the Lobby.


Note


	The password has to be:
	
	A minimum of 12 characters long


	Contain at least one upper- and lowercase letter, one digit and one special character











[image: Installing the Lobby]

After the installation is finished, you will see the following message:


[image: Installing the Lobby]

You can check the service to see if everything is up and running.

nextron@lobby:~$ systemctl status asgard-lobby.service






[image: Installing the Lobby]

You can now navigate to the web interface of the lobby https://<FQDN>:9443.
Please log into the Lobby with the user admin and the password you chose during the installation:


[image: Using the Lobby]

To configure your Lobby in the ASGARD Management Center,
we will continue later in the chapter Lobby Configuration.



2.9.3. Broker Installation

To install a Broker, run the following command on your newly installed system

nextron@broker:~$ sudo nextronInstaller -broker






[image: Installing a Broker]

After the installation is finished, you will see the following message:


[image: Installing a Broker]

You can now check if the service was installed successfully.

nextron@broker:~$ systemctl status asgard-broker.service





You will see that the service is in a "failed/exited" state.
This will change once we configured our ASGARD with the Broker.

To configure your Broker in the ASGARD Management Center,
we will continue later in the chapter Broker Configuration.





            

          

      

      

    

  

    
      
          
            
  
3. Administration

This chapter assumes you already installed at least one Lobby, one Gatekeeper and one Broker.
If you did not do this yet, please get back to chapter Overview of the Components
and follow the instructions carefully.
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3.1. Configuration of the Components

This chapter assumes you already installed at least one Lobby, one Gatekeeper and one Broker.
If you did not do this yet, please get back to chapter Overview of the Components
and follow the instructions carefully.


3.1.1. Gatekeeper Configuration

Once you installed your Gatekeeper via the nextronInstaller you can start to configure it.

To do this, we have to connect the Gatekeeper to our ASGARD Management Center.
Navigate to Asset Management > Broker Network in your ASGARD Management Center.

From here you can click the edit button on the Gatekeeper:


[image: Setting up the Gatekeeper]

Once you clicked on the Edit Button, a pop-up will appear. Please set the FQDN of your gatekeeper.


[image: Setting up the Gatekeeper]

After you confirmed your Gatekeeper's FQDN, you will get another pop-up with a
command (sudo asgard2-gatekeeper-install '<TOKEN>'). Please copy this
command and execute it on the gatekeeper via SSH:


[image: Setting up Gatekeeper]


[image: Setting up the Gatekeeper]

Once you are done, you can check the status and other settings of the Gatekeeper
in your ASGARD (magnifying glass icon):


[image: Setting up the Gatekeeper]

To see if the Gatekeeper is running correctly, you can run the following command (status should be active (running)):

nextron@broker:~$ systemctl status asgard2-gatekeeper.service
● asgard2-gatekeeper.service - ASGARD 2 Gatekeeper
  Loaded: loaded (/lib/systemd/system/asgard2-gatekeeper.service; enabled; vendor preset: enabled)
  Active: active (running) since Fri 2022-11-04 08:40:15 CET; 17s ago
Main PID: 1826 (bash)
   Tasks: 7 (limit: 4667)
  Memory: 13.3M
  CGroup: /system.slice/asgard2-gatekeeper.service
          ├─1826 /bin/bash /etc/asgard2-gatekeeper/run_asgard2_gatekeeper.sh
          └─1827 /usr/bin/asgard2-gatekeeper






Note

You might need to restart the Gatekeeper after the initial setup. To do this,
run sudo systemctl restart asgard2-gatekeeper.service on the CLI of your Gatekeeper.





3.1.2. Lobby Configuration

Once you installed your Lobby via the nextronInstaller you can start to configure it.

To do this, we have to connect the Lobby to our ASGARD Management Center.
Navigate to Asset Management > Broker Network in your ASGARD Management Center.
You can now add a new Lobby on the top right corner. Please fill in the
FQDN and click Submit. You can assign a Group to group the
Lobby and one or multiple Brokers into one group. If you are planning to only
use one Lobby you can leave the value as default.


[image: Using the Lobby]

A pop-up will appear with configuration instructions. Download the
configuration file, we will use this now in our Lobby.


[image: Using the Lobby]

In your Lobby, navigate to System Settings > Lobby. Here you can
upload the configuration file we downloaded in the last step:


[image: Using the Lobby]

After you uploaded the configuration to your Lobby, you should now see that
the Lobby is connected with your ASGARD Management Center (Broker Network view in your ASGARD):


[image: Using the Lobby]


Note

You might need to restart the Lobby after the initial setup. To do this,
run sudo systemctl restart asgard-lobby.service on the CLI of your Lobby.





3.1.3. Broker Configuration

Once you installed your Broker via the nextronInstaller you can start to configure it.

To do this, we have to connect the Broker to our ASGARD Management Center.
Navigate to Asset Management > Broker Network in your ASGARD Management Center.

On the top right corner, click Add Broker. Please fill in the FQDN
for Gatekeeper - this is the FQDN which your Gatekeeper will use to communicate
with this Broker. Additionally, if the Broker should be reached via
the open internet, you should assign FQDN for Agents as well (make
sure to set the A-Record in your public domain). If you leave the FQDN for Agents
empty, your agents will use the value of FQDN for Gatekeeper. You can leave the Group
as default, but should change it accordingly if you set a different group earlier for your Lobby.


[image: Installing the Broker]

After you confirmed the settings for your new Broker, you will get another pop-up with a command
(sudo asgard2-gatekeeper-install '<TOKEN>'). Please copy this command and
execute it on the broker via SSH:


[image: Setting up the Broker]


[image: Setting up the Broker]

Once you are done, you can check the status and other settings of the Broker
in your your ASGARD Management Center (magnifying glass icon):


[image: Setting up the Broker]

In this menu of your Broker, you can also configure NTP or rsyslog.

You might need to restart the Broker after the initial setup.

To see if the Broker is running correctly, you can run the following command (status should be active (running)):

nextron@broker:~$ systemctl status asgard-broker.service
● asgard-broker.service - ASGARD Broker
  Loaded: loaded (/lib/systemd/system/asgard-broker.service; enabled; vendor preset: enabled)
  Active: active (running) since Fri 2022-10-28 09:55:50 CEST; 6 days ago
Main PID: 10235 (bash)
   Tasks: 19 (limit: 4698)
  Memory: 1.4G
  CGroup: /system.slice/asgard-broker.service
          ├─10235 /bin/bash /etc/asgard-broker/run_asgard_broker.sh
          ├─10236 asgard-broker









            

          

      

      

    

  

    
      
          
            
  
3.2. Agent Installer

After the Broker Network has been set up, you need to create a new Agent Installer.
To do this, navigate on your ASGARD to Downloads > Agent Installers. From
here you can choose Add Agent Installers and set the configuration to your liking.
Most importantly here is the Option for Broker Groups. Set this to the value which you
gave your Lobby and your Broker(s). After you added the agent installer, make sure to install it on the agents.


[image: New Agent Installer]


[image: New Agent Installer]



3.3. Migrate existing Agents to Broker Network

If you need to update existing ASGARD Agents with your new configuration for the
Broker Network, you can create a (Scheduled) Group Task.

To do this, navigate to Response Control > (Scheduled) Group Task and
add a new task. Chose Maintenance for the Task and Configure the asset's Broker Network for the Maintenance Type.

The Broker Groups are optional, but you should choose accordingly if you created a different group in the earlier steps.


[image: Group Task to Update the Asset's Broker configuration]

Once the Agents received the task from your ASGARD, the configuration will be updated.
The Agent will register itself to your Lobby and ask for a certificate. This certificate
is used to allow communication with the Broker.




            

          

      

      

    

  

    
      
          
            
  
3.4. Using the Lobby

The Lobby is the component in your Broker Network which needs a little more attention.
The Lobby is distributing or revoking certificates for ASGARD Agents, which are needed
to communicate over the secure channel of the Broker Network.
The first thing your Agents, if configured to use your Broker Network, will do,
is to contact your Lobby. They need a unique certificate to be able to communicate with your Brokers.

During the initial setup of your Agent, a unique public and private key will be generated.
The agent sends the public key to the Lobby, which in return (if the Asset is being accepted)
sends the agent a signed TLS ClientAuth certificate.

The Gatekeeper is pulling the current CA certificate from the Lobby,
as well as the CRL and sends it to all the Brokers. The Brokers need this
CA certificate to verify the authenticity of the presented certificate (similar to TLS in Web traffic).

The agent will use the earlier issued certificate from the Lobby to communicate
with the Broker. If the certificate is valid (i.e. it was signed by the root CA in the Lobby),
it is allowed to continue further. If the certificate of the agent has been revoked (now in the CRL)
or was not signed by the CA, communication is denied.


3.4.1. Asset Requests

In your Lobby you can see the Asset Request of your Agents in Assets > Asset Requests:


[image: Asset Request in the Lobby]

Here you have four options depending on what should happen to this agent:


	Issue Certificate to allow connections from an asset


	Revoke Certificate to deny connections from an asset


	Delete Asset from Database; the asset may re-register


	Edit Asset




You can set your Lobby to auto-accept new agents, see Lobby Settings.



3.4.2. Approved Assets

In your Lobby you can see all the approved assets in Assets > Approved Assets.


[image: Approved Assets in the Lobby]

Here you can see more information about the issued certificates or revoke some certificates to deny connection from the assets.

Actions you can take:


	Revoke Certificate to deny connections from an asset


	Edit Asset




Once a certificate is revoked, the Agent communication is denied. The certificate
will be placed in the CRL, which in return gets distributed by the Gatekeeper to all the Brokers.


[image: Revoke Certificate in the Lobby]



3.4.3. Revoked Assets

In your Lobby you can see all the revoked assets in Assets > Revoked Assets.


[image: Revoke Certificate in the Lobby]

Actions you can take here:


	Issue Certificate to allow connections from an asset


	Edit Asset




If you want to allow a revoked asset to communicate with the Brokers again,
you can do this here. The certificate belonging to the asset will be removed from the CRL,
which in return gets distributed by the Gatekeeper to all the Brokers.

From this point on, the Agent can communicate with the ASGARD through the Broker again.
Revoking and Allowing certificates will reflect to the Brokers rather quickly.





            

          

      

      

    

  

    
      
          
            
  
3.5. Lobby Settings

The Settings in your Lobby allow you to configure and tweak certain settings:


	Users


	Roles


	Lobby


	TLS


	NTP


	Syslog


	System Upgrade





3.5.1. Lobby Settings - Users

In the Users setting of the Lobby you can create new users or assign roles to existing users.

You can also enforce the usage of 2FA for certain users.



3.5.2. Lobby Settings - Roles

You can define different roles for your Lobby. The default roles are:


	User Admin


	Asset Manager


	Admin




An Additional Role of Read-Only can be created.


[image: Create a Read-Only Role in the Lobby]



3.5.3. Lobby Settings - Lobby

In the Lobby Settings, you can see if Current Config is Available, which in
return allows Agent Registration. This does not need to be changed, only during
the initial setup you need to import the configuration.

Additionally, you can enable the Automatic Approval of ASGARD Agents


[image: The Lobby Settings]



3.5.4. Lobby Settings - TLS

You can upload a TLS Certificate for the Web Interface of the Lobby.


[image: The TLS Settings]



3.5.5. Lobby Settings - NTP

You can change the NTP Settings of the Lobby here. An indicator is shown with
additional details regarding the NTP Status.


[image: The NTP Settings]



3.5.6. Lobby Settings - Syslog

You can configure Syslog Forwarding here, similar to the settings in your
ASGARD, but only for your Lobby Logs.


[image: The Syslog Settings]



3.5.7. Lobby Settings - Upgrade

Here you can apply system upgrades for the lobby. Additional information regarding
the system are shown as well. You can also see and download the upgrade log if necessary.


[image: The Syslog Settings]




3.6. Lobby Status

The Lobby Status on the left hand side of the navigation menu gives a good
indicator if there are any issues with the system.


3.6.1. Lobby Status - OK

The green indicator means that everything is working as expected.


[image: Lobby Status - OK]



3.6.2. Lobby Status - Warning

A yellow indicator means that one or more services are not running properly.


[image: Lobby Status - Warning]

Inspect the Diagnostics panel by clicking on the ASGARD Lobby Status
button to get a better understanding of the issue.


[image: Lobby Diagnostics - Warning]

Here we can see that the Gatekeeper didn't contact the Lobby. You can see more
details by clicking the magnifying glass to the right.


[image: Lobby Diagnostics - Warning]



3.6.3. Lobby Status - Error

A red indicator means that one or more services are problematic and need to be fixed in a timely manner.


[image: Lobby Status - Error]

Inspect the Diagnostics panel by clicking on the ASGARD Lobby Status button to get a better understanding of the issue.


[image: Lobby Diagnostics - Error]

Here we can see that the Lobby can't reach the update server. You can see more details by clicking the magnifying glass to the right.


[image: Lobby Diagnostics - Error]





            

          

      

      

    

  

    
      
          
            
  
3.7. Broker Network in the ASGARD Management Center

The Broker Network view in your ASGARD gives you:


	The number of Asset connections


	Gatekeeper Statistics


	Open, Approved and Revoked Asset Requests in your Lobby


	Indicator of connection issues between your components





[image: Broker Network View]

Additionally, you can configure some settings of your Brokers, Gatekeeper and Lobby.


3.7.1. Broker Maintenance

In your Broker Network view, you can configure and inspect the status of your Brokers:


	Restart Broker


	Check for updates


	Statistics regarding Open Connections


	Broker Logs


	Settings



	Configure syslog


	Configure NTP












[image: Broker Network View - Broker Details]



3.7.2. Gatekeeper Maintenance

In your Broker Network view, you can configure and inspect the status of your Gatekeeper:


	Restart Broker


	Check for updates


	Statistics regarding Open Connections


	Gatekeeper Log


	Rejected Headers


	Rejected Requests


	Settings



	Configure syslog


	Configure NTP












[image: Broker Network View - Gatekeeper Details]



3.7.3. Lobby Maintenance

In your Broker Network view, you can inspect the details of your Lobby:


[image: Broker Network View - Gatekeeper Details]

For configuration and Maintenance, use the Web Interface of the Lobby running on port 9443,
see chapter Using the Lobby.





            

          

      

      

    

  

    
      
          
            
  
4. Updates

This section focuses on updates for your products.


Warning

The section Major Updates should only
be considered if you have updated your ASGARD Management
Center to version 3.x

Please see the manual section Upgrade from Management Center v2 to v3 [https://asgard-manual.nextron-systems.com/en/latest/upgrade/index.html]
in the ASGARD Management Center Manual for the instructions
to update your Management Center to the newest major version.
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4.1. Minor Updates

This chapter guides you through the update process of
your ASGARD Broker Network components.


4.1.1. ASGARD Broker

You can see new available versions for your Broker(s)
if you open the details page for each Broker. To do
this, navigate to Asset Management > Broker
Network and click the magnifying glass icon next
to your Broker:


[image: Broker Minor Update]

Broker Minor Update



Click the Update from X to Y Button. A popup will
appear. Please read the information carefully and proceed
with the Update.


[image: Broker Minor Update Confirmation]

Broker Minor Update Confirmation



The update process might take a few seconds, and you
will get some warnings in your Broker Network overview,
mainly that the connection to the broker is disrupted.
This is normal and should correct itself after the
service is up and running again.



4.1.2. ASGARD Gatekeeper

You can see new available versions for your Gatekeeper
if you open the details page. To do this, navigate to
Asset Management > Broker Network and click the
magnifying glass icon next to your Gatekeeper:


[image: Gatekeeper Minor Update]

Gatekeeper Minor Update



Click the Update from X to Y Button. A popup will
appear. Please read the information carefully and proceed
with the Update.


[image: Gatekeeper Minor Update Confirmation]

Gatekeeper Minor Update Confirmation



The update process might take a few seconds, and you
will get some warnings in your Broker Network overview,
mainly that the connection to the broker is disrupted.
This is normal and should correct itself after the
service is up and running again.



4.1.3. ASGARD Lobby

To see if new updates for your Lobby are available,
open the webinterface via your Broker Network view.

To do this, navigate to Asset Management > Broker
Network and click the "open link" icon next to your Lobby:


[image: Lobby Minor Update]

Lobby Minor Update



A new browser tab with the URL to your Lobby will be opened.
Log into the Lobby and navigate to System Settings > System
Upgrade. You should see a new version available. You can also
see available updates via the status indicator on the left navigation
bar.


[image: Lobby Minor Update]

Lobby Minor Update




[image: Lobby Minor Update]

Lobby Minor Update



Click Upgrade System now to install the newest Lobby version.
The Upgrade might take a while, and you will also see "Connectivity
Issues" in your Broker Network tab on the Management Center, but
this will correct itself once the Lobby has been updated successfully.





            

          

      

      

    

  

    
      
          
            
  
4.2. Major Updates

This chapter guides you through the update process of
your ASGARD Broker Network components.

It is important to follow the steps carefully. We advise you
to create a snapshot of the Gatekeeper and Lobby before starting
your update. The Lobby and Gatekeeper contain certificates for
your agents to connect through the broker endpoints. If those
certificates get lost (i.e. the update failes and you need to
reinstall), you need to re-connect all your agents again.


Note

You can start the update process on all your components
simultaneously. The updates take a while and your components
will be offline for the duration of the update.




4.2.1. Preparation

To prepare for your update, we compiled a list of tasks you
should follow:



	Task

	Description





	Snapshot of your Gatekeeper

	For disaster recovery



	Snapshot of your Lobby

	For disaster recovery



	Management Center running version 3.x

	Prerequisite for the Updates



	Connection to our new update servers

	New update server infrastructure






For details regarding some of the above tasks, see the next section
in this manual.

With the new version of your Broker Network, we also
made changes to our update servers. Please make sure
that all your components can reach the following servers:



	Server

	Port

	Description





	update3.nextron-systems.com

	tcp/443

	Old update server



	update-301.nextron-systems.com

	tcp/443

	New update Server






The old update server is needed to fetch the updater and
other prerequisites. The new update server is needed to update
your servers to Debian 12 and also to install any new packages,
which are needed for your Broker Network components.

You can find the corresponding IP-Addresses to the above
FQDNs here: https://www.nextron-systems.com/resources/hosts/.


4.2.1.1. Management Center running version 3.x

To check if your Management Center is running on the correct version
you can navigate to the Overview page. Here you can see the current
version of your Management Center.


[image: Management Center Version]

Management Center Version






4.2.2. Performing the updates

In this section we will perform the actual update
of the your components.


4.2.2.1. ASGARD Broker

Navigate to Asset Management > Broker Network and
click the magnifying glass icon on your Broker(s).
You will see that there is a major upgrade available.
Click the yellow info icon next to the text and read the
information.


[image: Instructions for Broker update]

Instructions for Broker update



To start your update, connect to your Broker(s) via
SSH. We will utilize asgard-updater to perform the
update. First we need to check if a newer version of the
asgard-updater is available. If you get the highlighted
output, you have already the newest version installed (the
version might differ from the output here):

nextron@broker:~$ sudo apt update
nextron@broker:~$ sudo apt install asgard-updater
Reading package lists... Done
Building dependency tree
Reading state information... Done
asgard-updater is already the newest version (1.0.15).
0 upgraded, 0 newly installed, 0 to remove and 0 not upgraded.





You can now run the asgard-updater with the following command:

nextron@broker:~$ start-asgard-update





The server running your Broker(s) will now restart
multiple times. It is important to not interrupt the update
process and let the server do all the tasks. You can, however,
see if any errors occurred during the update or just observe
at what stage the update is.

Run the following command to see the status of your update:

nextron@broker:~$ sudo tail -f /var/log/asgard-updater/update.log






Note

Since the update is downloading many packages of the debian
base system, the process will take a while. Your Broker(s)
might be online throughout the update sporadically, but we
still advise to wait until the update is finished before
changing anything on the system.



The update is finished if you are seeing the following lines:

nextron@broker:~$ sudo tail -f /var/log/asgard-updater/update.log
2024-01-16T14:20:54.253032+01:00 broker asgard-updater[667]: Upgrade finished. Deactivating service...
2024-01-16T14:20:54.259176+01:00 broker asgard-updater[667]: Removed "/etc/systemd/system/multi-user.target.wants/asgard-updater.service".





Your update is now finished.



4.2.2.2. ASGARD Gatekeeper

Navigate to Asset Management > Broker Network and
click the magnifying glass icon on your Gatekeeper.
You will see that there is a major upgrade available.
Click the yellow info icon next to the text and read the
information.


[image: Instructions for Gatekeeper update]

Instructions for Gatekeeper update



To start your update, connect to your Gatekeeper via
SSH. We will utilize asgard-updater to perform the
update. First we need to check if a newer version of the
asgard-updater is available. If you get the highlighted
output, you have already the newest version installed (the
version might differ from the output here):

nextron@gatekeeper:~$ sudo apt update
nextron@gatekeeper:~$ sudo apt install asgard-updater
Reading package lists... Done
Building dependency tree
Reading state information... Done
asgard-updater is already the newest version (1.0.15).
0 upgraded, 0 newly installed, 0 to remove and 0 not upgraded.





You can now run the asgard-updater with the following command:

nextron@gatekeeper:~$ start-asgard-update





The server running your Gatekeeper will now restart
multiple times. It is important to not interrupt the update
process and let the server do all the tasks. You can, however,
see if any errors occurred during the update or just observe
at what stage the update is.

Run the following command to see the status of your update:

nextron@gatekeeper:~$ sudo tail -f /var/log/asgard-updater/update.log






Note

Since the update is downloading many packages of the debian
base system, the process will take a while. Your Gatekeeper
might be online throughout the update sporadically, but we
still advise to wait until the update is finished before
changing anything on the system.



The update is finished if you are seeing the following lines:

nextron@gatekeeper:~$ sudo tail -f /var/log/asgard-updater/update.log
2024-01-16T14:20:54.253032+01:00 gatekeeper asgard-updater[667]: Upgrade finished. Deactivating service...
2024-01-16T14:20:54.259176+01:00 gatekeeper asgard-updater[667]: Removed "/etc/systemd/system/multi-user.target.wants/asgard-updater.service".





Your update is now finished.



4.2.2.3. ASGARD Lobby

Navigate to System Settings > System Upgrade in your
Lobby's web interface. You will see a big notice with the
headline Major System Update Available. If this is the
case, your Lobby is ready for the major update.


[image: Instructions for Lobby update]

Instructions for Lobby update



To start your update, connect to your Lobby via
SSH. We will utilize asgard-updater to perform the
update. First we need to check if a newer version of the
asgard-updater is available. If you get the highlighted
output, you have already the newest version installed (the
version might differ from the output here):

nextron@lobby:~$ sudo apt update
nextron@lobby:~$ sudo apt install asgard-updater
Reading package lists... Done
Building dependency tree
Reading state information... Done
asgard-updater is already the newest version (1.0.15).
0 upgraded, 0 newly installed, 0 to remove and 0 not upgraded.





You can now run the asgard-updater with the following command:

nextron@lobby:~$ start-asgard-update





The server running your Lobby will now restart
multiple times. It is important to not interrupt the update
process and let the server do all the tasks. You can, however,
see if any errors occurred during the update or just observe
at what stage the update is.

Run the following command to see the status of your update:

nextron@lobby:~$ sudo tail -f /var/log/asgard-updater/update.log






Note

Since the update is downloading many packages of the debian
base system, the process will take a while. Your Lobby
might be online throughout the update sporadically, but we
still advise to wait until the update is finished before
changing anything on the system.



The update is finished if you are seeing the following lines:

nextron@lobby:~$ sudo tail -f /var/log/asgard-updater/update.log
2024-01-16T14:20:54.253032+01:00 lobby asgard-updater[667]: Upgrade finished. Deactivating service...
2024-01-16T14:20:54.259176+01:00 lobby asgard-updater[667]: Removed "/etc/systemd/system/multi-user.target.wants/asgard-updater.service".





Your update is now finished.






            

          

      

      

    

  

    
      
          
            
  
5. Known Issues

You can find a list of known issues in this section.
There are no known issues at this point.
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5.1. ABN#001: Placeholder







	Introduced Version

	Fixed Version





	x

	y






Placeholder Text.


5.1.1. ABN#001: Workaround

Placeholder Text.





            

          

      

      

    

  

    
      
          
            
  
6. Troubleshooting

Nothing to troubleshoot.
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Major System Update Available

Your system is ready for a major update that requires command line interaction.

Before proceeding, please ensure the following:
« Perform a full system backup (e.g. by creating an image or snapshot)
« Plan for system downtime as the update may take some time

The update will automatically:
« Upgrade the operating system from Debian 10 to Debian 12
« Update installed software packages
« Require multiple system reboots

During the update, the system will not be available for regular use.
To initiate the ASGARD Lobby update via the command line, please follow these steps:

Login to the system via command line and execute the following command:
start-asgard-update

To monitor the update progress and view log files, you can use the following command:
sudo tail -f /var/log/asgard-updater/update. log





_images/lobby_minor_update.png
(]

T Q@ vaO

Y W @ Kk &

ASGARD
MANAGEMENT CENTER

System Status
Asset Management
Assets

Asset Requests

Broker Network

Scan Control
Response Control
Service Control (233)
10C Management
Evidence Collection
Downloads

Licensing

Updates

Settings

API Documentation

= Asset Management > Broker Network

Broker Network

Broker (defailf)
broketlocal

Asset Connections

0

Management Center

Asset Connections

0

Gatekeeper

gatekeeper.local

Accepted Headers

%9,
Rejected Headers
0

Accepted Requests

%2,
Rejected Requests
0

= O60m 2 admin~

XD EIEM c -

Loy (@

lobby.local

B~
0

0

Qz®

=





_images/lobby_role_read_only.png
Add Role

Role Name
Role Name
Description
Description

Rights

= e





_images/lobby_settings_lobby.png
ASGARD

LOBBY

System Status >
Assets >
System Settings  ~
Users

Roles

TLs

NTP

Syslog

System Upgrade

= System Settings > Lobby

Automatic Approval of ASGARD Agents

Current Setup (Disabled) Agents wait for manual approval.

ASGARD Configuration for Agent Registration

Current Config [Available]  Agent Registration enabled.

New Config Browse..  Nofile selected.

jpdate Config

View internal Certificates contained in the Lobby Configuration File (expert only) [





_images/lobby_revoke_certificate.png
8

Revoke Asset

This will revoke the certificate. The asset will no longer be able to connect.

42e45877ca454582b7ef04ea7 affix arch amd64 host =

= ipvd_addresses

me ipv6_addresses i i s m—

name_asgard2-agent os linux

Ip

ELE] voonm





_images/lobby_revoked_assets.png
ASGARD

LOBBY

@ System Status
= Assets
Asset Requests
Approved Assets

Revoke

All Assets

@ System Settings

= Assets > Revoked Assets

@ O6m Radmn~ C~

e < RN
Q_  ASGARD Search Query ©® @ Q 1-110f11  Show25~ 1 Cc - -3
[7] Last Updated = Updatedby = Asset < Comment + Affix < Arch < Host < Ipvé addresses * Ipv6 addresses < Name <08 < Status = Actions
Search ~ | Search @ Search @ Seach @  Search ~ | Search ~ | Search ~ | Search ~ | Search ~ | Search ~  Search ~ Search ~
[7] 20240207 Master Chief  7ea58621749fb53{6b2eTe6d17f72cd O I oo EEE | e m
[0/202402:05 | Master Chief | 8955d60d0769756d1f3ce1e37eSataal B O rrana e ek m
el b
[ 20240207  Master Chief 191ce220827df493b55708ca361a4a97 [ = —— - oy —— -] ‘ = ——— -] m
[7] 2040202 Master Chief | 710221889d6ae2669a6c317e7f2ddcS56 == R ———=F | e LI m
[0/ 20240202 | Master Chief | e5e77255¢710bcllad7b672508fhad6ad e L e N = B e m
[ =N -
[ 20231027 Master Chief  Pendulum-WIN O IO BN I [ windows ]
oo =
[] 20230728 Master Chief  77ef78828141c73b5309e4730730c8d B O EErEsIn e | = - ] m
[7]/ 20230728 Master Chief  Oecd9df85d3edc0c54d721eb37cdf02d == R = —— =) | e S m
[0\ 2023:0727 | Master Chief . 074be883bba5278106d602ad69ci385 e e R U = e e m
[= 58 -]
[7 20230727 Master Chief  26a25{c2db352558d041a5981419650a == —— ————-F . - - = ] m
[0/202211:22 | Master Chief | d07a431a601a = e e e ke o]





_images/lobby_settings_ntp.png
]

ASGARD

LOBBY
System Status >

Assets >

System Settings

Users
Roles
Lobby
TLS
syslog

System Upgrade

= System Settings > NTP

Network Time Protocol Configuration
NTP

Synchronized Yes @
Status Enabled.

Custom Servers

‘Add additional value (20 value)






_images/lobby_settings_syslog.png
4 n e

ASGARD

LOBBY

System Status

Assets

System Settings ~ ~
Users

Roles

Lobby

TLs

NTP

Syslog

System Upgrade

System Settings > Syslog

Syslog

Type Facility Level Protocol  * Hostnal
Search ~ | Search Search Search ~ | Search|
Noresults

Add Syslog Forwarding

Type Select Log Type
Facility *

Level *

Host

Port 514

Protocol uoP

©60m 2admin~ €~

‘Add Syslog Forwarding
No results found  Show 25~ c %
Port Actions

Search





_images/lobby_settings_tls.png
ASGARD

LOBBY = System Settings > TLS
@ System Status >
- TLS Certificate for Admin Ul
= Assets >
Users
New TLS Certificate B Upload ficate
Roles
Lobby
_ View Internal Certificate Authority (expert only)
NTP
Syslog

System Upgrade





_images/lobby_status_navigation_ok.png
@ O%m Kadmn~ C~





_images/lobby_status_navigation_warn.png
A O6m 2admn~ €~





_images/lobby_settings_upgrade.png
]

&4 n

ASGARD

LOBBY
System Status
Assets

System Settings
Users

Roles

Lobby

LS

= System Settings > System Upgrade

System Information

Hostname

Lobby Version Installed
Lobby Version Available
Database Version
Operating System

Last Config Backup

Iobby-s1-pg02

204

204

1:10.11.6:0+deb12u1

Debian GNU/Linux 12 (bookworm)
20240220 11:2332





_images/lobby_status_navigation_error.png
© O6m Radmn~ ¢~





_images/setup_broker1.png
Execute one of the following commands to proceed with the installation:

Asgard:
Master Asgard:

Asgard Broker:
Asgard Gatekeeper:
Asgard Lobby:

Analysis Cockpit:

Security Center:
Security Center Model:

nextron@asgard-broker:~$)

sudo
sudo

sudo
sudo
sudo
sudo

sudo
sudo

nextronInstaller
nextronInstaller

nextronInstaller
nextronInstaller
nextronInstaller
nextronInstaller

nextronInstaller
nextronInstaller

-asgard
-masterasgard

~broker
~gatekeeper
~Iabby
—cockpit

-securitycenter
-securitycentermodel

sudo nextronInstaller -broker

He trust you have received the usual lecture from the local System
Administrator. It usually boils down to these three things
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further changes manually.
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Installation of Asgard Gatekeeper completed.

To connect the Gatekeeper to a running Asgard instance execute the command that can be generated in
the Broker Network settings on that Asgard

nextron@asgard-broker:“$
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Install Gatekeeper Instructions X

If the Gatekeeper is not yet linked with the Management Center, run the following command on the Gatekeeper to link it
with the Management Center.

sudo asgard2-gatekeeper-install "SIy N G N I P I
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Note: The instructions to link the Gatekeeper with the Management Center can always be reviewed in the Q details view
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Select alanguage

Choose the language to be used for the installation process. The selected language will also be the
default language for the installed system.

Language:
Cimese ) B
Chinese (Traditional) - (%) [
Croatian - Hrvatski
czech - Cestina M
Danish - Dansk
Dutch - Nederlands L
Dzongkha - Em
Esperanto - Esperanto
Estonian - Eesti
Finnish - suomi
French - Francais
- Galego
Georgian - a6oywo
German - Deutsch ~
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Execute one of the following commands to proceed with the installation:

Asgard:
Master Asgard:

Asgard Broker:
Asgard Gatekeeper:
Asgard Lobby:
Analysis Cockpit:

Security Center:
Security Center Model:

nextron@asgard-broker: 3|

sudo
sudo

sudo
sudo
sudo
sudo

sudo
sudo

nextronInstaller
nextronInstaller

nextronInstaller
nextronInstaller
nextronInstaller
nextronInstaller

nextronInstaller
nextronInstaller

-asgard
-masterasgard

~broker
~gatekeeper
~Iabby
—cockpit

-securitycenter
-securitycentermodel

sudo nextronInstaller -lobby

He trust you have received the usual lecture from the local System
Administrator. It usually boils down to these three things

#1) Respect the privacy of others.
#2) Think before you tupe.
#3) With great pouer comes great responsibility

{sudo] passuord for nextran: _
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Please set a password for the admin user on the WebUT of the lobhby.

Passuord must be complex and comply to the following criteria

The passuord must he at least 12 characters long and

it must contain characters from the following categories:

upper case letters, lower case letters, numbers and special characters

Please enter password for lobby user “admin’:
Please re-enter passuord for lobby user "admin
2022/11/23 15 1 {'LEVEL": "INFO", "MESSAGE
2022/11/23 15 1 {"LEVEL":"INFO", "MESSAGE": "Passuord successfully updated”, "MODULE
:

2022/11/23 15+
2022/11/23 15

"Database initialized..","MODULE":"SET_PASSHORD"
+"SET_PASSHIRD

:21 Creating installer lock /var/lib/nextron/installer/done
1 Installation of Asgard Lobby completed.

Use https://asgard-lobby.pi:9443 to connect to the web frontend
nextron@asgard-lobby:~$ _
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nextron@asgard-broker:“$ systemctl status asgard-lobby.service
o asgard-lobby.service - ASEARD Lobby
Loaded: loaded (/1ib/systend/systen/asgard-lobby.service; enabled; vendor preset: enabled)
Active: active (running) since Tue 2022-10-25 10:49:02 CEST; 3min 30s ago
Main PID: 20760 (asgard-laobby)
Tasks: 14 (limit: 4667)
Hemory: 13.5H
CGroup: /system.slice/asgard-lobby.service
20760 /usr/bin/asgard-lobby start-server —-host :443 --admin-host :3443 --gatekeeper-ho
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Upgrade Broker X

Warning: The upgrade will close all active asset connections between
assets and this Broker. It will take a few minutes until all assets reconnect
10 this or another Broker.
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Configure locales

There is no locale defined for the combination of language and country you have selected. You can now
ol el et G i el el R sk ghicga, W sl SilE arc
e second column.

Coumry to base default locale settings on:

Hong Kong - en HK.UTF-8
In, - enn
Ireland - enlEUTF-8
Israel - enn
New Zealand - enNZ.UTF8
- ennG
- enPH.UTF-8
seychelles - ensC.UTF-8
singapore - en_SG.UTF-8
South Africa - en_zAUTF8
United Kingdom - en_GB.UTF-8
United states TF-8
Zambia -
babwe - en_ZW.UTF-8

[scroensnot | [ vaip | [comaic |
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Install Broker Lobby Instructions X

If the Lobby is not yet linked with the Management Center, download the Lobby-install. conf from below and upload
itin the settings section of the Lobby UI:
hitps://lobby.local:9443/ui/settings/certs/

A Warning: This configuration file is only intended for 1obby . Local. Do not use this configuration file for any other
Lobby!

B Download lobby-install.conf

Note: The instructions to link the Lobby with the Management Center can always be reviewed in the Q details view
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Select your location

The selected location will be used to set your time zone and also for example to help select the system
locale. Normally this should be the country where you live.

This is a shortlist of locations based on the language you selected. Choose *other" if your location is not
listed.

Country, territory or area:

Ireland
Israel

New Zealand

seychelles

gapore
South Africa
United Kingdom
United states

Zambia

Zimbabwe
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Flease set a passuord for the admin user on the WebUI of the lobby.

Passuord must be complex and comply to the following criteria

The passuord must he at least 12 characters long and

it must contain characters from the following categories:

upper case letters, lower case letters, numbers and special characters

Please enter password for lobby user ~admin’
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Configure the network

The name servers are used to look up host names on the network. Please enter the IP addresses (not
host names) of up to 3 name servers, separated by spaces. Do not use commas. The first name server i
the list will be the first to be queried. If you don't want to use any name server, just leave this field blank.
Name server addresses:

[10.255.252.1]
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Configure the network

The gateway is an IP address (four numbers separated by periods) that indicates the gateway router,
also known as the default router. All traffic that goes outside your LAN (fo
sent through this router. In rare circumstances, you may have no router;

blank. Ifyou don't know the proper answer to this question, consult your network administrator.
Gateway:

[10.255.252
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Configure the network

From here you can choose to retry DHCP network autoconfiguration (which may succeed if your DHCP
server takes a long time to respond) or to configure the network manually. Some DHCP servers require a
DHCP hostname to be sent by the dlient, so you can also choose to retry DHCP network autoconfigura
with a hostname that you provide.

Network configuration method:

Retry network autoconfiguration
Retry network autoconfiguration with a DHCP hostname
Configure network manually

Do not configure the network at this time
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Configure the network

The IP address is unique to your computer and may be:

*four numbers separated by periods (IPva);
*blocks of hexadecimal characters separated by colons (IPv6).

You can also optionally append a CIDR netmask (such as "/24").

If you don't know what to use here, consult your network administrator.
1P address:

[10.255.252.22172:
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Set up users and passwords

A good password will contain a mixture of letters, numbers and punctuation and should be changed at
regular intervals.

Choose a password for the new user.
0

[ Show Password in Clear

Please enter the same user password again to verify you have typed it correctly.
Re-enter password to verify:

(

[ Show Password in Clear

[scroenshat | [comaic |
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Finish the installation

If you need to use a HTTP proxy to access the outside world, enter the proxy information here.
Otherwise, leave this blank.

The proxy information should be given in the standard form of *http://[luser]l:passl@lhostL:port]".
HTTP proxy information (blank for none)
0

Continue
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Configure the network

Please enter the hostname for this system.

The hostname is a single word that identifies your system to the network. If you don't know what your
hostname should be, consult your network administrator. If you are setting up your own home network,
you can make something up here.

Hostname:

[asgardzf

[scroenshat | [comaic |
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Configure the network

The dom

name

Domain name;

tranet.example.org

the part of your Internet address to the

(Odebian

ht of your host name. It is often
something that ends in .com, .net, .edu, or.org. If you are setting up a home network, you can make
something up, but make sure you use the same domai

name on all your computers.

Screenshot
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Select your location

The selected location will be used to set your time zone and also for example to help select the system
locale. Normally this should be the country where you live.

Listed are locations for: Europe. Use the <Go Back> option to select a different continent or region if
your location is not listed.

Country, territory or area:

Denmark
Estonia
Faroe Islands
Finland
France E
Georgi

Germany
Gi

raltar

Greece

Greenland

Guernsey

Holy See (Vatican City State)

Hungary

[scroenshat | [comaic |
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Configure the network

Network autoconfiguration failed
Your network is probably not using the DHCP protocol. Alternatively, the DHCP server may be slow
or some network hardware is not working properly.

Continue
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